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Abstract

This paper describes a technique for monitoring the quality of laser welds by statistical analysis of the reflected light signal from the weld surface. An algorithm is used which analyses the variance of the peak values of the reflected signal as a measure of surface weld dynamics during pulsed Nd:YAG laser welding in the heat conduction mode. Kalman filtering is used to separate a useful signal from the background noise. A good correlation between weld disruption and signal fluctuation has been identified. This technique could be used in tandem with the present practice of simply using the peak values of the reflected (or emitted) light as an indicator of weld quality.
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1. Introduction

Several workers have attempted to use the light emitted and reflected from the laser welding process to predict the quality of the weld produced e.g [2, 6]. However, feedback systems in this field are always hampered by the high signal to noise ratios involved. Informative electromagnetic signals from the weld zone often overlap, both spatially and in their frequency range, with high levels of noise which carries no useful information.

The simplest and most common method of weld monitoring is to apply a tolerance band to a chosen electromagnetic signal (eg the plasma temperature or the reflected laser light from the weld zone), based on historic data of a repeated welding process. Defects are then associated with the signals which exceed this tolerance band. This approach is commonly applied to the monitoring of CO$_2$ laser welding e.g. Precitec [4], Prometec [5] and Tönsdorff [6]. Generally, a dynamic threshold for fault detection, which adjusts its value to gradual changes in signal level (see figure 1) is employed. Kaierle [7] describes another approach; the monitored values from different parameters are grouped together as vectors and these ‘feature vectors’ are then allocated threshold values or decision boundaries.

Figure 1. The usual method of weld monitoring would involve a threshold value for the observed signal. Dynamic thresholds, which self-adjust with time (eg. dark line) are often more effective than static thresholds (eg. grey line).
However, in certain cases the simple application of a
tolerance band may not supply sufficient feedback
about disruptions to the process. In this paper a
different approach to processing the data collected
from a laser welding process is investigated. The
variance of the peak values of the reflected light gives
an extra dimension to the feedback from the signal
received from the weld pool, and could be used in
tandem with existing techniques to improve welding
process control.
For this research a new strategy was employed to
overcome the problems associated with the high signal
to noise ratio and at the same time introduce a
computationally moderate approach enabling real time
implementation. Rather than simply analysing the
electromagnetic signals coming from the weld pool, the
rate of variance of those signals was analysed as
follows;

1. Reflection data was collected from the weld zone
using a pin diode at a sampling rate of 8kHz. This gave
the raw data of the type shown in figure 2. The data
shown here spike represents the reflected signal from
one laser pulse acting on the weld zone. A Kalman
filter [7..9] was used to attenuate the noise from the
signal - see figure 3.

There are two reasons for the choice of Kalman
filtering in preference to low pass filtering;

- Kalman filters are the optimal linear estimator
  of a signal of a varying process whose
  measurements are disturbed by noise.

- The signal from the reflected light exhibits
  such sharp peaks and edges it contains a
  considerable proportion of high frequency
  information. LP-filtering tends to smooth the
  peaks and thus disturb the measured signal
  shape. In this experiment keeping the shape
  was important.

This approach produced a feedback system which is far
more reliable and informative than simple signal
processing. [See Appendix 1]

2. The raw data was transformed by the CUSUM
algorithm (see appendix 2), into simple peak value
data – as shown in figure 4.

3. The variance between the data peaks was
calculated as each new peak (figure 4) was plotted.
This gave clear information about perturbations in the
welding process – see figure 5.

The variance values of the type shown in figure 5 give
valuable information about the stability of the process
and this principle could be used in the design of the
next generation of laser welding monitoring systems. A
preliminary investigation into this technology is
presented in this paper.
2. Experimental procedure

Two sheets of 0.14mm thick Inconel were mounted side by side as shown in fig 6, and welded with an edge joint. The welding parameters were, pulse frequency 50Hz, pulse length 1ms, feederate 500 mm/min, Average laser power ~ 70W

![Figure 6 A schematic of the edge welding geometry.](image)

The weld pool was illuminated by a Cavitar Cavilux illumination system using a wavelength of 809nm. The illumination gave a peak power of several hundred Watts in 1us pulses synchronized with the high speed camera. The process was filmed at either 2000 fps or 4000 fps with the Motion Pro Camera.

Measurement data was converted into MatLab format for off line analysis and algorithm development. A real time implementation was made in LabView for simultaneous presentation of video and measurement data.

The system setup consisted of:

- Precitec, LWM. Sensors for Plasma (P), Temperature(T) and Reflection (R)
- High speed camera, Redlake Motion Pro X3
- Illumination laser , Cavitar Cavilux Smart, 810 nm

3. Results and Discussion

Figure 7 is taken from the high speed imaging of the welding process. The photo shows the start of a stable, high quality weld. Figure 8 presents the reflection data collected during the production of this weld, together with a graph showing the variance of the peak values of the reflection data estimated from the previous six peak values. It is clear from figure 4 that there is only a minor amount of variance in the reflection signal peaks in the case of this high quality weld produced by a stable welding process.

![Fig 7 The start of a good weld](image)

Fig 8. Data and Matlab calculations for the good weld; 8a. Reflection data, 8b. Variance of reflection data peak amplitudes.

Figures 9 and 10 present the same data set as figures 7 and 8 but, in this case, the welding process was unstable and the resulting weld was of poor quality. In this case it is clear that the peak variance plot (figure 10b) is larger – indicating that the reflection signal, and the welding process which produced it, are unstable. The initial peak of the variance graph needs some explanation, as it is simply the result of the unusually high reflection signal from the first laser pulse. This pulse (see fig 10a) is larger than the others because the first pulse is the only one to encounter metal which is cold and therefore highly reflective. Subsequent laser pulses interact with liquid or recently solidified melt. The variance signal is calculated on a moving six point average and so no variance signal is provided until six pulses have been monitored. This first variance value is high because it includes the unusually energetic first pulse reflection. In general however, the fluctuations in the reflected signal are a function of the fluctuations in the shape of the reflecting surface of the weld. The melt surface geometry changes shown in the snapshots of figure 9 tend to give a reduced reflection signal but, occasionally, the turbulent melt surface provides a more effective reflector than a stable weld (as happened here in the pulse three from the end of the measurement). In some cases the surface of a poor quality weld might result in repeated high reflection values. In this situation a monitoring device based on a simple threshold might be misled into providing feedback that the process was continuing successfully.
It is for this reason that a system designed around the variance of the signals might give additional, useful feedback.

Fig 9. An unstable weld after: 9a 0.167s Sample #1000; 9b 0.300s Sample #2000 9c 0.467s Sample #3000; 9d 0.603s Sample #4800

In order to test the effectiveness of this monitoring system, a weld was produced which was initially stable but, after a planned interval, became unstable. This was achieved by clamping the two work pieces together at one end of the intended weld line and separating them at the other. This caused the two work pieces to diverge after an initial 5mm section of close contact (see figure 11). With a feed rate of 500 mm/min and a sampling frequency of 8 kHz this means that the gap occurs after ~3000 samples.

Figure 12 presents the data and variance analysis from this weld and it is clear that around sample 3000 the welding process becomes extremely unstable as the gap between the work pieces grows to unacceptable levels.

Fig 10. Data and Matlab calculations for an unstable weld; 10a. Reflection data, 10b. Variance of reflection data peak amplitudes.

From figure 12a it is interesting to note that the signal peak values for the poor quality welds are higher than they are for the stable weld. This does not necessarily mean that more laser energy is absorbed in the high quality weld (because less is reflected), it merely suggests that the melt geometry of the poor quality weld is a more effective reflector of the laser light. This makes some sense from a phenomenological point of view because, in the early stages of workpiece separation, the weld would achieve a broader and flatter top surface profile as it bridges the gap between the workpieces. This flatter profile would reflect a larger proportion of the beam back in the direction it came from – i.e. back to the detector. Eventually (after sample 5500), the strength of the reflected signal diminishes down to a very low value because the weld bridging the gap between the two workpieces collapses and most of the laser beam then travels downwards through the gap. Under these circumstances there is no join between the two workpieces and reflection levels off the individual workpiece edges are low.

Figure 12b tells the story of the variance between the peak values of figure 12a. For the first 5 pulses the system gives no feedback as it is still accumulating data for the variance calculation. At pulse 6 we get our first reported value – which is high as a result of the high reflection value of the first pulse, mentioned earlier. After this initial ‘glitch’ the variance of the signal is very low during the production of the high quality weld. As workpiece separation begins (at about Fig 11 The start of the ‘diverging work piece’ weld.
sample 3000), the variance rises rapidly and remains at high values until the weld collapses. A comparison of figure 12a and 12b shows that the information given by the two methods is complementary – in some cases (eg where the welding process collapses at approximately sample 5500) the raw pulse data gives a faster feedback on the situation, in other cases (eg where the work pieces begin to diverge just after sample 3000) the signal from the variance gives a clearer indication that something is going wrong.

It is suggested that peak variance analysis be included in the design of future weld monitoring equipment to achieve a more robust but sensitive feedback system.

4. Conclusions

Kalman filtering is a superior to employing a cut off frequency when extracting informative data from noisy signals. Signal variance data can be used in conjunction with raw signal data to improve the sensitivity and robustness of laser welding monitoring devices.
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Appendix 1. Kalman filtering

The Kalman filter is named after R.E. Kalman who, in 1960, presented a paper [10] describing a recursive solution to the problem of discrete data linear filtering of a time varying process with measurements disturbed by noise. The Kalman filter is an algorithm rather than a actual filter. Mathematically it is the optimal solution for the linear-quadratic problem i.e. estimating a systems “state” whether it may be observable or not using measurement data and minimizing the quadratic error of estimation error covariance.

The Kalman filter has found a widespread use from telecommunication to image processing, control theory
The observed reflection signal $y(t)$ in our experiment was modelled as a sum of the reflection signal $s(t)$ (reflected laser light) plus white noise $n(t)$ with covariance $R$. I.e. the received signal can be written as

$$y(t) = s(t) + n(t)$$

The received signal was modelled in discrete time as an $n$th order Auto Regressive (AR)-process i.e.

$$y_k = a_1 y_{k-1} + a_2 y_{k-2} + \cdots + a_n y_{k-n} + b_1 + b_2 k$$

plus a piecewise linear trend between consecutive samples represented at time instant $k$ as $b_1 + b_2 k$. When combining these two into one we can write the received signal $y_k$ as:

$$y_k = a_1 y_{k-1} + a_2 y_{k-2} + \cdots + a_n y_{k-n} + b_1 + b_2 k = C X_k$$

i.e. in matrix formulation: $Y_k = C X_k$ (4)

Using arcov off line in MatLab to estimate the AR coefficients identified that a model order of 2 was sufficient. I.e the process can be modelled with two coefficients as a AR-process and a 1:st degree polynomial

$$y_k = a_1 y_{k-1} + a_2 y_{k-2} + b_1 + b_2 k$$ (5)

$b_1$ and $b_2$ could now be estimated for each iteration and subtracted from the measured values $y_k$.

Using Kalman formulation we had:

The state transition matrix $A$:

$$A = \begin{bmatrix} 1 & 0 & 0 \\ \vdots & \ddots & \vdots \\ 0 & \cdots & 1 \\ 0 & \cdots & 0 \end{bmatrix}$$ (7)

Kalman gain $K_k$

$$\hat{y}_k = y_k - \hat{y}_k$$ (9)

Covariance of the estimation error:

$$P_k$$ (10)

Covariance of the measurement noise:

$$R$$ (11)

The Kalman equations are given in their iterative form as follows:

$$K_k = P_k C_k^T (C_k P_k C_k^T + R)^{-1}$$ (11)

$$X_{k+1} = X_{k} + K_k (y_k - C_k X_k)$$ (12)

$$P_{k+1} = (I - K_k C_k) P_k (I - K_k C_k)^T + K_k R K_k^T$$ (13)

$$\hat{y}_k = C_k X_k$$ (15)

where $y_k$ is the observed (measured value) and $\hat{y}_k$ is the estimated value (used in later calculations).

**Appendix 2. The CUSUM algorithm**

To detect the leading and trailing edges of the reflected laser light signal the CUmulative SUM, (CUSUM) - algorithm has been used.

The CUSUM algorithm is defined as follows [1]:

Assume that we want to detect a change in mean of magnitude $\nu$ of the signal $s(k)$. First we form an objective function $g(k)$:

$$g(k) = \max (g(k-1) + s(k) - \nu, 0);$$

alarm if $g(k) > h$ (16)

where the alarm level $h$ is a design parameter and $\nu$ is an offset.

To detect negative changes we simply use min instead of max and negate both $h$ and $\nu$.

If we now use $\hat{y}_k$ as $s(k)$ then, when the negative alarm is triggered, the actual reflection value $\hat{y}_k$ is picked from the most probable time of change into $\text{peak}(k)$. As a rule of thumb [1] the value is taken at the point

$$k - h / (0.5 - \nu)$$ (17)

I.e $\text{peak}(k) = \hat{y}(k - h / (0.5 - \nu))$ (18)

and remains constant until the next peak is detected.

For every sample instant $k$, the variance $\text{var}(k)$ was calculated in a straightforward manner as:

$$\text{var}(k) = \frac{1}{k} \sum_{i=1}^{k} (\text{peak}(j) - \overline{\text{peak}})^2; k = 6..N.$$ (19)

(Note that $\text{peak}(k)$ is a vector of length $N$ but piecewise constant between each peak)

$N$ is the number of samples and $\overline{\text{peak}}$ the overall mean of the peaks, i.e the average peak value. The number 6 was chosen as a compromise the get a reasonably fast response.

In a real world application it would of course be possible to use e.g. an electronic trigger signal from the laser to identify the rising edge of the signal and e.g. a leaky capacitor solution to detect the peak. An advantage of using CUSUM is that this algorithm is robust to noise and gives a statistically significant indication of an actual change in the measured signal.